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Despite its great practical importance, the theory of inverse problems remains 
poorly known. Indeed, physics was built by solving direct problems: from a given 
model to the corresponding measurable data. The opposite approach: from 
observed data to model parameters – the solution of an ‘inverse’ problem –  
is not so easy. It is, however, essential in many fields.

The announcement made on September 22, 2011 
by researchers of the OPERA [1] experiment, 
that the speed of observed neutrinos seemed to 
exceed the speed of light, acted as a bombshell, 

not only in scientific circles, but also in the press. Our pur-
pose is to show that a very general theory was discreetly 
at work here, as in dozens of applications in everyday life.
Let us first recall that the experiment was based on the crea-
tion of neutrinos at CERN near Geneva and on the detection 
of their arrival at a station under the Gran Sasso in Abruzzo. 
Neutrinos followed straight-line paths in the terrestrial crust, 
the length of which – about 730 km – was determined by 
GPS measurements having extreme precision [2].
But GPS tracking, medical engineering (echography, to-
mography,...), detection of flaws in devices by non-de-
structive techniques, pattern and characters recognition, 
detection of new planets, determination of the internal 
structure of the Earth [3] and stars, oil and gas research, 
and many other applications – from the diffraction of 
particles in quantum mechanics [4] to econometrics – 
would not be possible without the progress made during 
the past fifty years in the theory of inverse problems (and 
without the explosion of computing power required for 
their solution). A striking example of the determination 
of the internal structure of Tibet is shown in Fig. 1.
In the case of GPS, it has been first necessary to solve the in-
verse problem of determining the gravity field of the Earth 
from the observation of trajectories of many satellites (first 
the Moon, then artificial satellites). Once this field known, 
the trajectories of a group of satellites equipped with trans-
mitters and very accurate clocks can be determined. The 
position of a point on the surface of the Earth can then be 
calculated from the time of arrival of the waves transmit-
ted by the satellites. Actually, improving the models of the 

gravity field is obtained by simultaneously treating both 
problems: computing trajectories and positioning stations. 
This is a particularly interesting aspect of the theory of 
Albert Tarantola, summarized in box 1 (see also ref. [9]). 

On the theory of inverse problems
The usual approach of experimental science can be de-
scribed as follows: The observed phenomena lead to for-
mulate hypotheses and to develop a theory, in which a 
model of the system is built, characterized by some relevant 
parameters. The theory is then used to solve the 'direct' 
problem, i.e., to calculate, from the values chosen for these 
parameters, the values of the measurable data, which will be 
compared to experiment. In short, a theory is the formula-
tion of a direct problem. Consider for example a problem 
studied by Abel in 1826: on the line of greatest slope of a 
hill (assumed of known shape and perfectly smooth) a 
vehicle is launched upwards. Knowing the profile and the 
initial velocity of the vehicle, find the duration of a round 
trip. By comparing the calculated values to the observed 
ones (or to the result of experiments programmed for this 
purpose) one can check the validity of the theory.
To determine the properties of the studied system from the 
observed data, i.e., to solve an inverse problem, is an other-
wise difficult operation because it proceeds opposite to the 
normal process of experimental science. For the above case 
studied by Abel, the inverse problem is to find the shape of 
the hill profile, knowing the time taken for a round trip of 
the mobile, as a function of its initial speed. In mathemat-
ics it is, for example, the famous problem of the drum: 
find its form knowing the sound that it produces. One has 
then to search the coefficients of a differential equation 
or of a PDE, knowing the spectrum of the eigenvalues.  
One encounters this problem in particular when one wants 
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b FIG. 1: S-N section 
of Tibet obtained 
from seismological 
INSU expeditions 
between 1981 and 
1998 (A.Hirn). The 
base of the crust 
( Mohorovicic's 
discontinuity, 
between 50 and 
70 km) is not plane 
and seems often 
multiple. Also deeper 
interfaces appear.
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some discontinuities about twenty miles deep, as highlighted 
by Mohorovičić in 1909. Gutenberg showed the existence 
of the Earth's core in 1913. More detailed models were then 
obtained. In 1967, G. Backus and F. Gilbert developed [6] a 
general theory which led to a revolution in the field.

Discretisation and successive 
approximations
The properties of a medium depend in principle on posi-
tion and time. So its full description generally requires an 
infinite amount of information. In practice, by studying 
only static problems and fragmenting the medium, discrete 
and finite sequences of parameters remain. For example, by 
defining an Earth model by the density of homogeneous 
elementary volumes, the attraction it exerts on its exterior 
may be deduced from the Newtonian theory of gravita-
tion. One then proceeds by successive adjustments of the 
parameters until an agreement between calculated and ob-
served values is reached that is consistent with the instru-
mental precision. This is the classic approach by successive 
approximations, applied until the middle of last century.

Existence, uniqueness, stability of 
solutions for a linear problem
Linear problems – where the data depend linearly on the 
parameters – are the only ones for which the theory can 
be fully developed. It is easy [7] to show that three main 
difficulties are encountered. The solution may or may not 
exist, may be unique or not, may be stable or not when 
the data or the theory are slightly varied. In the last case, 
the problem is called "ill-posed". 

to determine the properties of a medium that is inaccessible 
to direct observation, from observations made outside the 
medium. This is obviously the case in internal geophysics. 
It is therefore not surprising that many geophysicists have 
contributed to the progress of this discipline, by developing 
a variety of methods to solve their problems.

Inverse problems in geophysics
The first inverse problem studied in this field was the de-
termination of the source (position, time) of seismic waves, 
from their arrival time at a number of locations. If it can 
be assumed that the propagation speed is constant on a 
flat surface, this problem can be treated by the least squares 
method developed by Gauss in the early nineteenth century. 
Once the source is determined, the time it takes for a wave 
to reach a given point on the surface can be calculated. On 
the (almost) spherical Earth, this time depends (almost) only 
on the distance between the source and the station, but the 
apparent velocity of the signal is greater than if the propaga-
tion were along the surface. Hence another inverse problem: 
how to determine the wave velocity as a function of depth (if 
it may be assumed to be a function of depth only). In 1910, 
Batemann, Herglotz and Wiechert applied the method used 
by Abel for the equivalent problem mentioned above. In prac-
tice, however, many difficulties are encountered. The solution 
actually requires the calculation of the derivative of the transit 
time over the distance, an operation unreliable because of 
the large experimental uncertainties. In addition, as shown 
by Gerver and Markushevitch [5] in 1967, it is unique only 
if the velocity law meets certain conditions. But this method 
has shown that, overall, the velocity increases with depth, with 

BOX 1: THE PROBABILISTIC APPROACH OF ALBERT TARANTOLA
Let us assume that, before applying 
the inversion, we have at our disposal 
a probability distribution ρD(d) on the 
observable d, and some a priori informa-
tion on the model m (e.g., parameters 
being between certain values), repre-
sented by a law of probability ρM(m). 
Data and parameters being independ-
ent, the a priori information we have on 
the system is represented by the prod-
uct law: ρ(d,m) = ρD(d).ρM(m).
For the direct problem, a theory gives 
d knowing m. It may also be known 
only approximately – because of the 
physical constants used (always deter-
mined experimentally), or due to mod-
elling errors (e.g., spherical model for 
the flattened Earth) – and must there-
fore be represented by a probability 

distribution Θ(d,m). By combining these 
two states of independent information 
one obtains the resulting probability on 
the data: ρD(d) = Θ(d,m). ρM(m). 
The observation leads to the defini-
tion of the law σD(d). The solution 
of the inverse problem is given by 

σM(m) = Θ(d,m). σD(d). We see (fig.2) how 
the knowledge of the model has been 
improved thanks to the data used. The 
a posteriori information on the system 
is now represented by the product law: 
σ(d,m) = σD(d).σM(m). Two types of solu-
tions appear possible. n

. FIG. 2: (Fig.1.12 of Tarantola's book [9]). The grey areas correspond to the 
values of the functions, taking the uncertainties into account.
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A detailed description of these methods can be found in 
the works of A. Tarantola [8,9]. In ref. [9], he proposed a 
probabilistic approach based on Bayes (1702-1761) as-
sumption (see box 1). In this approach, the direct problem 
and the inverse problem lose their specificity and are in 
fact replaced by the search for the state of a system. This 
also corresponds to the evolution of research, for example 
in seismology where one is no longer trying to separately 
determine the parameters of the seismic source (origin and 
focal mechanism) and those of the Earth interior. All these 
parameters are searched simultaneously using not only the 
arrival time of the waves but also the shape of the signals.
For A. Tarantola, the a priori information on the param-
eters of the studied model is defined as a probability 
distribution on the space of models. This distribution 
is transformed into an a posteriori information, by in-
corporating on one hand a physical theory linking the 
parameters to observable quantities – which themselves 
should be defined by a probability distribution – and 
on the other, the information provided by the observed 
data. The knowledge of the system state is thus revised. n
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The progress
In any case one should not look for a solution dependent on 
a number of parameters greater than that of the data. This is 
a form of the principle of parsimony (or Ockham's razor). 
But all the data do not have the same importance. One 
must take into account the information available on their 
probable errors, giving more weight to those that are more 
accurate. To this end, data covariance and parameters co-
variance matrices are introduced. From these a generalized 
reverse is built that is, in a sense, the best solution available.
G. Backus and F. Gilbert have shown in particular that, 
before any effective measure, the number of independent 
pieces of information contained in a collection of data 
may be estimated. In principle one can thus determine, 
before any experiment, which ones provide the most 
interesting information. In parallel one can assess the 
resolving power which can then be obtained for the values 
of model parameters. A local value for a parameter can be 
regarded as an average weighted by a filter, the resolving 
power corresponding to the width of the optimal filter, 
which can be evaluated from the data.
The results of experimental data have an imprecision both 
due to errors in the data and to a finite resolving power. One 
can try to minimize a quantity that combines these effects. 
For linear problems one shows that, when the experimental 
error is decreased by increasing the measurement accuracy, 
the resolving power decreases. Inversely, searching a better 
localisation for a parameter leads to an increase in its error. 
This is a form of the uncertainty principle.

Non-linear problems
Nonlinear problems do not allow this kind of analysis. For 
a given model one can evaluate the difference between 
observed and calculated data – for example by calculat-
ing the sum of the squares (the method of least squares), 
or of the modules of the differences – and look for the 
solution in the direction where the difference decreases 
fastest (gradient method). However, this often leads to 
secondary minima which do not give the lowest value. 
Two other methods can be used:
a) Linearisation. If previous studies provide a result valid 
in first approximation, one can search a solution in the 
vicinity of this model. Writing the relationship between 
data D and model M as D = G(M), if M0 is the initial 
model and ε the deviation from the final solution, we 
may write: D = G(M0 + ε) = G(M0) + G'(M0)ε + O(||ε 
||²) where G' is a function that can be constructed from 
G. We then seek the solution of the linear problem: D = 
G(M0) + G'(M0)ε. This process can be iterated.
b) Monte Carlo method. If the computational cost of the 
solution of the direct problem is not excessive, one may 
conduct a random exploration of the parameter domain. 
This avoids the difficulties mentioned above. But when 
the number of parameters is large, the research quickly 
becomes very costly.


