Glasses show soft vibrational, tunnelling and relaxational modes which coexist and interact with sound waves. The fast picosecond relaxation observed in undercooled liquids seems to be due to these modes and their damping. This result is significant for theories describing undercooled liquids.
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The concept of normal modes requires a stable atomic structure at a local minimum of the potential energy with respect to the atomic displacements. As it successfully explains the dynamics of crystals and molecules one would think at first sight that it applies in glasses, where the atoms have fixed equilibrium positions, but does not apply in liquids, where the atoms diffuse away. It turns out that this is not the main difficulty. The diffusive motion is strongly temperature-dependent; by reducing the temperature, one can always achieve a situation where the diffusive motion is negligible within many vibrational periods, while the temperature is still well above the glass transition temperature $T_g$.

The main obstacle for the straightforward application of the normal mode concept to disordered matter is in fact found in the glass itself where there is convincing experimental evidence [1] for tunnelling modes. Though their number is small, of the order of $10^{-5}$ tunnelling states per atom, their existence signifies that one has to deal with a multi-minimum situation in the potential energy, with small energy barriers between the different minima. If one insists on an expansion of the potential energy in powers of atomic displacements, such a situation only becomes stable by taking at least fourth-order terms into account.

Within the last decade, this principal difficulty has been addressed with some success by the phenomenological soft-potential model [2], an extension of the well-known tunnelling model to include soft vibrations. The model starts from the coexistence of sound waves and localised modes. The localised modes are assumed to have small force constants which can be positive or negative, but are stabilised by a positive fourth-order term. The model is supported by findings in glasses at low temperatures.

Glasses at Low Temperatures

While the low-temperature properties of glasses cannot be understood in terms of the standard Debye model, they seem to be nonetheless universal [1]. Below 1 K, one finds a linear specific heat and the thermal conductivity increases as $T^2$. These features, as well as the unusual low-temperature behaviour of the sound velocity and absorption, can be explained by the tunnelling model.

Above 1 K, one finds glassy anomalies which can no longer be accounted for by the tunnelling model. The specific heat $C_p$ rises more strongly than the Debye $T^3$-term, the thermal conductivity shows a plateau, and the sound absorption increases. At still higher temperatures, there is a peak in $C_p/T^3$ and a second increase of the thermal conductivity. In terms of the vibrational density of states $g(v)$ and the frequency $v$, the peak is due to a maximum in $g(v)v^2$ observed universally by Raman and neutron scattering techniques.

We shall follow the custom of Raman scatterers and denote the maximum as the boson peak. It appears at a frequency at which the corresponding crystals still only have sound waves with a wavelength of the order of 10 to 20 interatomic spacings. In glasses, one finds the soft vibrational modes of the boson peak coexisting with sound waves of the same wavelength. The number of modes is two to three orders of magnitude higher than the number of tunnelling states which dominate the properties below 1 K. Consequently, these vibrational modes are not only observed in the specific heat, but become accessible to neutron and Raman scattering as well as to numerical simulation [3].

Soft-potential model

It has recently been shown that all of these glassy anomalies can be described consistently by the soft-potential model. The model postulates soft localised modes with an effective mass $M$ and a stabilising fourth-order term in the potential

$$V(x) = W[D_1(x/d) + D_2(x/d)^2 + (x/d)^4].$$

The origin of the configurational coordinate $x$ is chosen such that the third-order term of the potential vanishes. The coefficients $D_1$ and $D_2$ are supposed to be random with a Gaussian distribution in $D_1$, the distance $d$ is fixed by the condition $W = h^2/2Md^2$ whereupon the quantum mechanical balance between potential energy and kinetic confinement energy leads to level splittings which are greater than $W$ for any single-well potential. Smaller level splittings are only achieved in the double-well tunnelling case (see Fig. 1). Consequently, the energy $W$ marks the cross-over between tunnelling and vibrational states. In order to explain the universal anomalies in the acoustic properties and the thermal conductivity of glasses [1], both vibrational and tunnelling states are assumed to interact with the sound waves.

Fig. 1 represents the division of the $D_1$-$D_2$ plane into double-well and single-well regions, where the inserts show the potentials
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Fig. 1 — Single- and double-well regions in the $D_1$-$D_2$ plane of the soft-potential model. Inserts: potentials and levels of a typical tunnelling state (left) and a typical vibrational state (right).
and levels of a typical tunnelling state (left) and a typical vibrational state (right). The levels were calculated using a numerical search for stationary solutions of the Schrödinger equation.

The soft-potential model allows a description of the complete low-temperature and low-frequency behaviour of the glass. As an illustration, Fig. 2 compares calculated and measured values of the specific heat, thermal conductivity and vibrational density of states data for vitreous silica [4].

**Barrier energy cut-off**

For the purposes of the next section, we are particularly interested in the upper cut-off of the barrier energy of the double-well potentials. This cut-off is seen in low-temperature relaxation data [5]. The best studied example is again vitreous silica where one infers a barrier cut-off at heights corresponding to 600 to 800 K in temperature, about one-half the glass temperature.

The existence of the cut-off supports a conceptual division of glassy relaxations into two separate groups, a low-barrier part and a high-barrier part, with the former described within the soft-potential model in terms of jumps between different wells of a soft potential. The jump eigenvectors then resemble the vibrational eigenvectors of the vibrational levels. It is obvious that these must be the most rapid structural relaxations in the glass because a vibrational level can never have a longer lifetime than its supporting atomic configuration. In addition, one also expects high-barrier relaxations, with jumps to entirely new local configurations, which can no longer be described in terms of the soft-potential model. In this case, the vibrations in the two wells should be different and the jump eigenvector should be composed of many modes of either the old or the new configurations.

**Johari-Goldstein relaxation**

The larger jumps should be associated with higher barriers and much longer relaxation times than the low-barrier, soft-potential ones. In fact, towards higher temperatures, as one approaches \( T_g \), an increase in the acoustic background is usually observed once again. It resembles a precursor to the strong \( \alpha \)-relaxation, setting in at \( T_g \) and connected to the flow processes. This extended tail of the \( \alpha \)-relaxation into the glass phase also seems to be universal [6].

Though originally denoted as \( \beta \)-relaxation, we shall denote here as Johari-Goldstein relaxation in order to distinguish it from the fast picosecond relaxation in the undercooled liquid. The Johari-Goldstein relaxation shows an Arrhenius behaviour with barrier heights of the order of 20 \( k_B T_g \), where \( k_B \) is Boltzmann's constant, nearly two orders of magnitude larger than the upper cut-off of the barriers of the soft-potential model. Thus, while a fast soft-potential model relaxation occurs within a given glass configuration, with jump eigenvectors which resemble the vibrational eigenvector of the vibration within one of the wells, the slow Johari-Goldstein relaxation must be a jump to an entirely new local configuration. In the next section, we will carry over this distinction into the undercooled liquid.

**Consequences for the Liquid**

We have seen that there appears to be a large number of soft anharmonic localised vibrational modes in glasses, coexisting with the sound waves of wavelengths larger than ten interatomic spacings and giving rise to the boson peak in neutron and Raman scattering. These modes do not exist in textbook crystals and must be an intrinsic feature of the undercooled liquid, freezing in at the glass transition. In other words, of the large atomic amplitudes and the strong anharmonicity of these modes, the question arises whether they should not be overdamped in the undercooled liquid. However, as long as the temperature remains in the neighbourhood of \( T_g \), this seems not to be the case.

Neutron and Raman scattering data at temperatures 50 to 60 K above the glass transition in different systems still show a boson peak, clearly at a non-zero frequency. If these modes were overdamped, one would only see a broad quasielastic scattering centred around zero frequency, as is indeed observed at still higher temperatures. Fig. 3 shows this behaviour in neutron data from glassy and liquid selenium with \( T_g = 305 \) K. The figure displays the results in terms of a quasiharmonic density of states \( g(v) \), plotted as \( g(v)\nu^2 \), which apart from minor corrections, is the scattering function divided by the temperature. In a perfect harmonic system, this quantity should be independent of the temperature. In fact, there is not a large difference between the results at 100 and 300 K. Both show the Boson peak in reasonable agreement with a soft-potential model fit. At 360 K, some 55 K above \( T_g \), the boson peak is still seen as a separate peak, although at a lower frequency. Apart from the softening, there appears to be an increase in the number of soft modes with increasing temperature. At 440 K, there is...
no longer a separate boson peak and the scattering looks quasielastic, as expected for overdamped modes.

**Scattering from anharmonic modes**

If one assumes the soft-potential model to be a valid description, there should be an important difference between the scattering from these soft modes and from crystalline vibrational scattering. Conversely, the quasielastic scattering connected with the damping of the modes. For the crystalline modes, vibrating in a reasonably harmonic potential, there is practically no quasielastic scattering; this is not the case for strongly anharmonic modes.

The difference has been quantified in a recent theoretical treatment of the scattering from one-dimensional potentials by Condat and Jackie [7]. They showed that the mean-square displacement of an anharmonic mode may be divided into two parts: the first stems from a property weighted average over the possible vibrational levels of the potential and it leads to a reduction of the elastic intensity. The missing intensity appears in the inelastic scattering, at the vibrational frequencies and their harmonics, well separated from the elastic line. The second part of the mean-square displacement originates from transitions between different vibrational levels; it appears only if the level change is accompanied by a displacement. It is, therefore, absent in symmetric single-well potentials such as, for instance, the harmonic potential. It is, however, a familiar property for the case of classical Arrhenius relaxation over the potential barrier in a double-well potential, though one usually does not think about this case in terms of a mean-square displacement connected with the relaxational jumps.

**Quasielastic scattering**

In Condat and Jackie's generalisation, the anharmonic single-well potential of the right-hand side of Fig. 1 also has a relaxation component of this type in its mean-square displacement. In fact, one can see that the centre of gravity of these energy levels shifts to the right with increasing level energy. Thus, one has a kind of localised diffusion motion as the system samples the different energy levels. Again, this second part of the mean-square displacement reduces the elastic intensity, but now the missing intensity is not found to be well-separated from the elastic line, but as quasielastic scattering centred around the elastic line. The width of the quasielastic line depends on the lifetime of the levels. If this is ten vibrational periods, the line width will be about one-tenth of the vibrational frequency.

**Summary**

To summarise, the soft-potential model postulates the existence of a fast quasielastic scattering component, increasing with the square of the momentum transfer and comparable in intensity to the boson peak. As the temperature increases, the width of the quasielastic scattering should increase until it merges with the boson peak. If one interprets the neutron and Raman measurements in different liquids in terms of this model, the soft modes become overdamped at \( T = 1.2 - 1.3 \ T_g \), in the close neighbourhood of the critical temperature \( T_g \) of the mode-coupling theory which represents one among several theories for the undercooled liquid.

The fast relaxation of the damped soft modes is conceptually different from the slower structural relaxation of the flow process. The fast relaxation happens within a given glass configuration, while the slower structural relaxation requires a jump from one glass configuration to another (neighbouring) one in phase space. This conceptual difference should persist up to a temperature where the slower structural relaxation becomes so rapid that it enters the picosecond time-scale of the fast relaxation. While varying from substance to substance, this temperature on the whole tends to be rather high (of the order of 2 \( T_g \)).

**Relation to Other Approaches**

Since the undercooled liquid is poorly understood, there are several competing approaches for explaining experimental observations. The situation has been reviewed recently by Jackie [8]. We shall discuss here the relation between some of these approaches and the model involving damped soft modes.

We begin with the connection to a closely related idea, namely the theory of instantaneous normal modes [9] used to interpret molecular dynamics calculations of liquids. It is based on the calculation of the dynamical matrix for the instantaneous atomic positions where one finds not only positive eigenvalues, i.e., stable modes, but also negative eigenvalues corresponding to unstable modes. The higher the temperature and the larger the fraction of unstable modes. Modes with either slightly positive or negative eigenvalues should be identical with the soft modes of the soft-potential model.

From the results of these instantaneous normal mode calculations one would indeed expect an increase of the number of soft modes with increasing temperature, as postulated in the preceding section to explain the rise in the quasiharmonic density of states at the boson peak between 300 and 360 K in Fig. 3. Such calculations should, in principle, be able to provide a much more detailed picture of these soft modes and their damping than the one we have now.

However, nobody has been able to determine the localization or the damping of the instantaneous normal modes, or to extract their stabilising fourth-order term.

We turn next to the connection between the soft-mode model and the traditional free-volume approach [8]. The latter ascribes the flow process to fluctuating free volume, which allows an atom to make a jump if enough free volume is present in its immediate neighbourhood to form a vacancy. The free volume is thought to be responsible for the larger thermal expansion of the undercooled liquid as compared to the glass. It is postulated to extrapolate to zero at the non-zero Vogel-Fulcher temperature below \( T_g \). The scheme is closely related to Kauzmann's idea of a structural entropy extrapolating to zero at the non-zero Kauzmann temperature. If one accepts its assumptions, one can derive the empirical Vogel-Fulcher law for the viscosity, according to which the viscosity would diverge at the Vogel-Fulcher temperature.

The connection between the free-volume approach and the soft-mode model has been discussed in detail recently [10], again for the case of selenium. The free volume was identified with the \( \langle u^2 \rangle_{\text{loc}} \) of the mean-square displacement due to the localised soft modes. The reason for this identification is seen from Fig. 4 showing the mean-square displacements of glassy, liquid and crystalline selenium as a function of \( T \). The additional mean-square displacement \( \langle u^2 \rangle_{\text{loc}} \) of the soft modes extrapolates to zero at a non-zero temperature below \( T_g \). In fact, if, in the spirit of the derivation of the Vogel-Fulcher law from the free-volume idea, one postulates a relation between the viscosity and \( \langle u^2 \rangle_{\text{loc}} \), one obtains a much better fit for the viscosity of selenium than from the Vogel-Fulcher law.

The relation to Angell's classification [8] of strong or fragile undercooled liquids is supplied by the connection between the classification scheme and the free-volume approach. In the latter, fragile glasses are able to closely approach the Vogel-Fulcher temperature, where the free volume vanishes, while still being above \( T_g \). They therefore have only little free volume left in the glassy phase, which means that an Arrhenius plot of the viscosity is strongly curved. In the soft-potential model, this means that the number of soft modes becomes compara-
tively small, as can indeed be seen at low temperatures. In vitreous silica, a strong glass, the boson peak amplitude is six to seven times larger than the signal from the sound waves, while the amplitude in the more fragile selenium is approximately the same size as the sound wave signal; the same result can be inferred from the height of the peak in \( T_c \) in Fig. 2a.

For we come to the connection between the soft-potential model and the mode-coupling theory [11] based on a successful treatment of the fast picosecond motion in simple liquids. The theory explains the rapid rise of the viscosity with decreasing temperature in terms of a simplified equation of motion for the density correlation function of the liquid. This equation leads again to a divergence of the viscosity, only this time at a critical temperature \( T_c \) above \( T_g \). The result implies that the fast picosecond relaxations of the mode-coupling theory should suffice in describing the flow process, and that the high-barrier processes need not be invoked, at least above \( T_g \). So the question is whether these fast relaxations have anything to do with the soft modes of the soft-potential model in the same frequency region. If they have, then one could hope for a detailed microscopic basis for the mode-coupling theory in a specific substance.

Conclusions

The successful description of the low-temperature anomalies of glasses in terms of the empirical soft-potential model implies the existence of soft anharmonic localized modes in undercooled liquids. In agreement with the results of numerical work, the number of such modes seems to increase with increasing temperature above the glass transition, and their damping gives rise to a fast quasielastic component in neutron and light scattering data.

The experimental identification of a nearly temperature-independent width of the quasielastic scattering at higher temperatures can be explained by assuming that the anharmonic modes become overdamped at about 100 K above \( T_g \), in the close neighbourhood of the critical temperature of the mode-coupling theory.


