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In the past few years there has been renewed impetus to consider the properties of electrons moving in a disordered medium. It is now over twenty years since Anderson showed in his classic work that a single electron becomes localized and will no longer diffuse if the random potential is sufficiently strong. However, reality is usually a finite density of electrons interacting with each other through the Coulomb interactions. This interaction cannot be treated as a weak perturbation on the single particle problem. For example, it is known that electrons in an ordered medium must have a discontinuous transition as a function of density due to the long range nature of the Coulomb interaction between them. Considerable progress had been made on the separate parts of the problem, but the key question of how the transition from the metallic phase to the localized insulating phases proceeds, remained without a definite answer either from theory or experiment.

The renewed interest and progress on this subject was sparked by a new approach to the problem of a single electron in a disordered medium by Anderson and his coworkers. In a paper in 1979 they introduced the notion of an Anderson transition and the critical dimensionality of 2. For dimensionality $d < 2$, all states are localized, while for $d > 2$ the states are extended at large values of the conductance but become localized with sufficiently strong disorder — a transition now called the Anderson transition. In two dimensions, $d = 2$, there are logarithmic divergences even in the limit of large conductance which lead to the conclusion that there cannot be metallic conduction for $d = 2$. This effect is generally referred to as weak localization. Such a conclusion was also obtained independently at that time by W. Czaja

W. Czaja
wave functions so that the interference effect is sensitive to weak magnetic fields — unlike the interaction effect. This very different magnetic field dependence enables the two effects to be separated experimentally. Heavy impurities lead to a large spin-orbit coupling in the scattering process and a rotation of the spin of the electrons. This in turn changes the sign of the interference effect. Thouless had shown that inelastic scattering events lead to a total loss of phase memory and that a study of the temperature dependence of the interference effect determines the inelastic scattering rate. All these features were demonstrated in the series of experiments that Bergmann presented.

Bruynseraede introduced work done by the Leuven group in collaboration with G. Deutscher (Tel-Aviv) which also showed the weak localization effect and in addition studied the interplay of this effect with superconducting fluctuations in Al films that are superconducting at low temperature. This interplay had been discussed theoretically recently by Larkin and the data presented by Bruynseraede clearly verified the theory.

In three dimensions there is a real metal-insulator transition, but over the years there has been no unanimity on whether this transition is continuous or discontinuous. For example, Mott has argued for a minimum value for the conductivity of a metal which requires a discontinuous jump in the conductivity extrapolated to $T = 0K$. On the other hand, the scaling theory of the "gang of four" predicts a continuous transition at $T = 0K$ with critical exponents for the divergence of the resistivity.

Recently the classic system of a doped semiconductor, Si:P, has been investigated in a careful series of experiments by a group at Bell Labs. (G.A. Thomas, M. Paalanen, T.F. Rosenbaum and R.N. Bhatt). They worked at much lower temperatures, down to the millikelvin range, and they performed a very elegant series of experiments using external stress to sweep their samples through the metal-insulator transition. Their results were presented by Paalanen at the meeting, who explained that a continuous transition with no sign of the minimum metallic conductivity had been found, but the critical exponents do not agree with those predicted by the single-electron scaling theory, suggesting an important role for electron-electron effects.

While the theory of the weak localization regime in two dimensions is by now well established, the theory of the metal-insulator transition in three dimensions is still being actively studied. One can use the weak localization theory to give the first terms in the scaling equations but a treatment of the actual metal-insulator transition, and a determination of the scaling behavior including both disorder and interaction effects, requires higher order terms and the solution of a complicated series of scaling equations. This point was stressed by C. Castellani (Rome) who presented the latest theoretical work of this group (C. Castellani, C. DiCastro, G. Forgacs and E. Tahet). The problem is also being studied by Grest and P.A. Lee who recently published results of a scaling approach which gave good agreement with the Bell group's experiments. However Castellani showed that terms neglected in the Grest-Lee approach may influence the results considerably. The progress in this theory by these groups has been impressive but the final word is not yet in.

An alternative approach by the group at Munich (A. Gold and W. Götze), presented by Gold, uses a generalized self-consistent current relaxation theory. Their theory has the advantage that it can be applied to give a general phase diagram of the metal-insulator transition.

The special case of one dimension was discussed by W. Apel, presenting work done with the author in Zurich. He covered the case of materials which are one-dimensional as regards the electronic interaction but do not have a Peierls transition. He showed that the divergences introduced by interactions in $d = 1$ modify the asymptotic behaviour in the scaling theory of the "gang of four" and lead to a transition between a localized insulating state and a perfectly conducting metallic state. He also gave a more intuitive picture in terms of a crossover between quantum and classical transport as the ratio of elastic and inelastic scattering lengths change.

**Conclusion**

Progress made in the past few years in this field has been remarkable. Not only have spectacular new and unsuspected effects, such as the absence of true metallic conduction in two dimensions been discovered, but also a much better understanding of the metal-insulator transition has been obtained. The goal of a complete understanding, which has eluded us for more than 40 years, is in sight. The talks at the meeting conveyed this progress but gave just a selection of the work underway in many groups in all parts of the world.

**Itinerant Electron Magnetism**
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Itinerant electron magnetism as a subject had its birth in the 1930's and, after a lengthy period of relative neglect, it experienced a renaissance beginning about 20 years ago. At the present time it has reached an exciting stage of development to which there is no rapid end in sight.

Contributing to the evolution of the subject, concerned as it is with the magnetic properties of metals and alloys, are: theoretical sophistication, advanced computations and advances in experimental techniques. All three of these faces appeared in an exciting way at a recent Workshop on 3d metallic magnetism, held in Grenoble on 25-26 March, 1983, and at the 3rd General Conference of the Condensed Matter Division in Lausanne. Itinerary between these two towns was provided by a bus!

The simplest model of metallic magnetism is that of Stoner to which Mott and Slater had made essential contributions. The itinerant electrons are regarded as being distributed in single particle energy levels with characteristics complicated density of states curves $N(e)$. The many-body electron interactions leading to enhanced Pauli paramagnetism or, beyond a certain strength, to itinerant ferromagnetism, are described in this approach by a mean-field approximation. The essential contributions to the mean field energy $H$ come from intra-atomic Coulomb interactions and, since the resulting Hartree-Fock approximation is inapplicable, from correlations between antiparallel spins. This approach has been found in the last few years to be a relatively good description of metallic magnetism at 0K, using for this confirmation a theoretical approach called the density functional formalism. Even so, this approach is not always satisfactory: it overestimates the exchange splitting between opposite spins in nickel by a factor of about 2 when compared to the value obtained experimentally using photoemission techniques. However, the greatest controversy at present concerns the description of metallic magnetism at finite temperatures, up to and beyond the Curie point $T_c$.

In the Stoner theory this was based on the straightforward use of Fermi statistics, characterized by the usual distribution function $f(e, T)$. A particularly heated controversy concerns the resulting value of $T_c$, given by:

$$\int_0^\beta N(e) \frac{df}{de} \bigg|_{T = T_c} \, de = 1. $$

A folklore has developed spontaneously that this $T_c$ is larger, by factors of about 5, than the measured values for iron, cobalt and nickel. However, as was pointed out during the discussion at Grenoble, a value of $I$, the mean field energy, in agreement with the photoemission data rather than that calculated by the density functional formalism, gives reasonable values of $T_c$ for